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Executive Summary 

WP 1.1 is responsible for establishing a process that will identify and select candidate 
technologies for inclusion in the CALLAS Shelf. Deliverable 111 describes the identification 
and selection of modules.  

Section 1 tackles the problem of audio analysis. Audio analysis encompasses emotional 
speech recognition, sound analysis, emotion recognition from speech and emotion 
recognition from linguistic features. 

Correspondingly, section 2 concerns visual analysis, which comprises video features, facial 
features detection, gaze / pose estimation and hand detection and tracking combined with 
gesture expressivity features extraction. 

Section 3 describes other sensors used for gesture recognition and motion capture, while 
section 4 tackles the issue of synthesis and interaction and more precisely issues concerning 
the components for emotional attentive ECA and for emotional natural language generation. 

The last section includes the references. 
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1. Audio Analysis 

1.1 Emotional Speech Recognition 

For several decades, a lot of efforts were put into the Speech Recognition research. In 
consequence, there are many available products in this field.  

The classical architecture of a full Automatic Speech Recognition (ASR) system was 
described in D.1.2.1. In short, the initial sound wave is mapped to a series of “acoustic 
vectors” summarizing the time-frequency information of the signal. This sequence of acoustic 
vectors is used to “decode” the speech, which is typically performed through the combination 
of: 

- Hidden Markov Models (HMMs), to model the time evolution of speech waves, 

- a classifier (most often a Multi-Layer Perceptron or a Gaussian Mixture Model) to 
estimate the acoustic probabilities of the basic units (typically phonemes),  

- and a grammar to constrain the search of possible spoken utterances to 
contextually realistic ones. 

It is important to note that some parts of the ASR (HMMs, classifiers) must be trained in order 
to efficiently model the properties of the speech. To optimize the device, the training phase 
must be done with utterances similar to those that will be faced by the recognizer in its 
utilization phase. 

Each block of the architecture is important and was, as itself, the topic of a lot of studies. 
Among the open-source products, we can mention the following ones: 

- HTK, a world-known toolkit for research in ASR developed by the Cambridge 
University Speech Department. HTK provides very efficient tools for training and 
using HMMs, which lead this software to be used in fields outside its initial 
purpose, like research in speech synthesis, character recognition or synthesis of 
movements. 

- Julius, a large-vocabulary continuous recognition system, initially built for 
Japanese. It was reported to work well with other languages such as English, 
French or Slovenian and they are currently developing open-source acoustic 
models for English. This system was developed by the Kawahara Lab Of Kyoto 
University, the Shikano Lab Of Nara Institute of Science and Technology and the 
Julius project team of Nagoya Institute of Technology. 

- SPHINX, designed at Carnegie Mellon University (CMU), also provides high-level 
components to perform the full training and decoding, enabling the users to build 
ASR systems for their own recognition applications. Users can also use default 
models trained by the CMU group. 

- The ISIP Production System, developed by the Institute for Signal and 
Information Processing (ISIP) of Mississippi State University, which has already 
been used in many different recognition contexts. 

Besides these open-source products, there are also companies selling full speech-to-text 
software. The most famous are dictation systems like Nuance’s Dragon NaturallySpeaking, 
IBM’s ViaVoice or Ultimate Interactive Desktops Inc.’s Voice Studio. These dictation devices 
achieve very good recognition rates after being trained by the user. Acapela Group is another 
company marketing speech recognition products. Among others, it builds ASR products 
based on EAR and STRUT, conjointly developed by Multitel and FPMs (see D1.2.1). Apart 
from large dictation systems, these companies also develop specific recognition devices for 
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various fields like Health, Law or Education. 

ASR systems are typically trained with neutral speech and their performance will thus 
decrease when speech is influenced by emotions, Lombard effect, etc. 

Moreover, we would like to cite some crucial problems encountered in real-life automatic 
speech recognition:  

- speaker adaptation (ideally the system should perform equally with any speaker, 
but performance is increased when the speaker was involved in training the 
system) 

- vocabulary size (the recognition task is easier when the vocabulary that can be 
used by the speaker is limited) 

- continuous speech processing (with hesitations, coughs, laughers, influence of 
emotions,… as opposed to isolated word recognition)  

- robustness to noise (recognition is harder in a noisy real-life environment than in 
a quiet lab) 

No current ASR system is able to deal correctly with all the adverse conditions that can be 
encountered in real-life. ASR systems are trained under certain conditions and will perform 
well if used in the same conditions. Depending on the application, different trade-offs will be 
chosen: for example, one application might request speaker-independent speech recognition 
(i.e. the user does not need to train the system) and accept to restrict the vocabulary, while 
another application, like a dictation system, needs a large vocabulary and therefore typically 
asks for a training phase by the user to work optimally. 

All the above mentioned products are well-known products but they are integrated systems 
and not components that can be integrated into the CALLAS framework. 

Concerning the specific criteria of selection procedure, we can distinguish three types of 
them: 

- Performance of the speech recognition: accuracy of the ASR device, conditions 
under which the system performs well (see above). 

- Computational efficiency of the recognition: how fast is the recognition, what 
CPU load does it need? 

- Format of the recognizer: is the system linked to a specific programming 
language and/or OS, or is it easy to integrate it in any application?  

For the targeted applications, we needed a fast, speaker-independent ASR device, but a 
small vocabulary was sufficient (keyword-spotting application). When EAR is used with a 
rather small vocabulary, it fulfils these requirements. Furthermore, EAR is a device we know 
well and that can be ported to the most common OS and programming languages, which is 
an asset for future integration into the CALLAS framework and showcases.  

For these reasons, we selected EAR as first ASR component. Further precisions about EAR 
can be found in D1.2.1. 

1.2 Sound (Audio) analysis 

Audio analysis has traditionally been a research topic on multimedia content domain, where 
the interest is to automatically annotate audio visual material. In recent years audio analysis 
has also started to interest context awareness and security researchers.  

Typically audio content is classified first into a basic set of main audio categories. Generally 
these classes contain speech, music, silence and additionally different noise classes or 
mixed classes, i.e. speech with music. Many of the recent research on audio content analysis 
and segmentation concentrate on material from news archives, digital libraries and TV 
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programs/movies [1], [2], [3]. Analysing the amateur created video material with mobile 
phones has also increasing interest among the researchers, [4], [5]. Such a data has a new 
challenge since the lack of professional structure and quality of the data. 

In field of general audio analysis there is known cap between low level features. Recent EU 
projects like SIMAC(www.semanticaudio.org) and AUDIOCLAS (http://audioclas.iua.upf.edu/) 
has put the effort for extracting high-level human readable and understandable metadata. 

The audio analysis is also utilised in context aware applications by analysing environmental 
audio. Korpipää & al. used multiple sensors for context awareness, but with plain audio they 
reached accuracy 87.6% of correct positive recognition. They used large set of audio features 
and classified them with HMM's [6]. HMM based environmental audio analysis in [7] reached 
overall accuracy of 92% for 11 acoustic environments. Also surveillance applications have 
growing interest in audio analysis for detecting suspicious events as in [8]. 

Some of the showcases are interested in general audio analysis, particularly on recognising 
human made sounds like laughter and clapping in different environments. These 
environments consist home like environment, public space or theatre and they might give 
their own requirements for the component from the different sound environments. For these 
reasons the component has to have some flexibility and possible reconfiguration properties 
behalf of the developer. So, a component developed by a partner of CALLAS consortium, 
meeting the requirements of integration to both framework and showcases and having the 
capability of readjustment will be the most efficient selection for CALLAS purposes. 

There is no available well known audio analysis software that can be used as component into 
the CALLAS framework, except VTT’s component. Further precisions about it can be found in 
D1.2.1. 

1.3 Emotion recognition from speech 

As the recognition of emotions from speech is a relatively new area of research there are not 
yet any commercial products available. Research so far has mainly been concerned with the 
offline analysis of speech for emotional clues and has only recently shifted to applications. In 
the call centre domain, these include the jerk-o-meter, that monitors attention (activity and 
stress) in a phone conversation, based on speech feature analysis, and gives the user 
feedback allowing her to change her manners if deemed appropriate [9] and the emotion-
aware voice portal currently under development at T-Systems [10]. For the AT&T “How May I 
Help You?” spoken dialogue system it has been investigated how the user’s emotional state 
affects the accuracy of the system [11]. 

Recently, methods for the recognition of emotions from speech have also been explored 
within the context of computer-enhanced learning. For instance, Ai and colleagues [12] 
consider features extracted from the dialogue between the tutor and the student, such as the 
prosody of speech, as well as features relating to user and system performance for the 
emotion recognition process in the ITSpoke tutoring system. 

Emotion recognition from speech in cars has so far been investigated e.g. in the FERMUS 
project, a cooperation with the automobile industry (DaimlerChrysler and BMW) [13], and in 
the Emotive Driver project [14]. Experiments have, however, been restricted to data collection 
and evaluation of driving simulators scenarios. 

Hegel et al. [15] have enhanced a humanoid robot with the capability to mirror a conversation 
partner's emotion as conveyed from the voice in the face of the robot, thus creating an 
empathic robot. 

All these systems are unavailable for public use and least of all open source, and thus, 
except for the humanoid robot project which was built with UOA's emotion recognition 
component, unsuitable for use within the project. Furthermore, though all have been 
evaluated in the context of applications, except for [9], [15] it is not possible or remains 
unclear whether they are suitable for real-time processing. 
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A first requirement to the emotion recognition from speech component for the showcases is 
to be able to give feedback to the user in real-time. Furthermore, not only a classical set of 
emotions should be available as target classes but also other affect related categories or 
non-Ekmanian emotions, and the recogniser should be adaptable to different scenarios. 
Therefore, a configurable recognition component is needed that can be trained with audio 
data similar to the respective application scenario and that allows to use arbitrary classes. 
Especially the need of adaption to different scenarios renders the UOAs component the only 
one to be integrated into CALLAS framework. A more detailed description about it can be 
found in D1.2.1. 

1.4 Emotion recognition from linguistic features 

To our knowledge there are no commercial products for lexical affect sensing available. 
However, there is the ConceptNet application from a MIT research project ([16]) that provides 
an emotional recognition. The system analyzes a text on the base of English sentences from 
the Open Mind Common Sense corpus (OMCS), and builds a structured semantic net. 
Calculation of the emotional meaning of a text is done by propagating emotional meaning of 
analyzed text from the affective seed words. Emotional meaning is a six-element vector 
containing affective estimates for Ekman emotions anger, disgust, fear, joy, sadness, surprise
([17]). Evidently, the approach conceals the following drawback – it calculates a several-
component vector that estimates the emotional meaning of a text and not the final scalar 
estimation. There is no tip on how this meaning can be used for calculating the final estimate 
and, hence, it is unsuitable for an end-back application. 

In the following, two approaches to emotional text analysis are described: the statistical and 
the semantic. The statistical approach makes a scalar decision on the emotional meaning of 
the text by using standard data mining techniques as SVM without scrutinizing the semantics 
of text words. In contrast, the semantic approach analyzes semantically the words of the text 
and decides about its emotional meaning using a rule-based framework. 

1.4.1 Statistical Affect Sensing 

To our knowledge there are no commercial products for statistical affect sensing available. 
However, research has been realised regarding this issue ([18], [19], [20], [21]). 

The required component should meet a number of requirements in different categories. 
Concerning language, it should cover every language, the text could be spontaneous, 
grammatically incorrect, with repairs, repetitions and inexact words. The text length could 
vary, e.g. the text could be a single word, while the result would be 9 classes in the movie 
review scenario (from zero to four stars in half-star step). 

The selected component is described in D121. 

1.4.2 Semantic Affect Sensing 

To our knowledge there are no commercial products for semantic affect sensing available. 
However, relevant research is described in [22], [23], while [24], [25], [26], [27] and [28] 
describe the affect dictionaries that can be used in semantic affect sensing - Whissell’s 
Dictionary of Affect Language (DAL), LIWC2001 Dictionary, WordNet-Affect Database and 
General Inquirer (GI) respectively. 

The length of the text to be analyzed can be a single sentence for the sake of simplicity. It 
should be a grammatically correct text while the result of the component will consist of five 
classes (high/low arousal, positive/negative valence, neutral). 

Since there are no relevant commercial products available, the selected component is 
developed by a partner of CALLAS, it is easily integrated into framework and it is described in 
D121. 
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2. Visual Analysis 

2.1 Video Features 

The video analysis is vast field and it is utilised in many different purposes computer vision, 
medical imaging, multimedia content analysis, HCI applications etc. Due to the broad field of 
applications and many topics that video analysis holds with in the research activities has lead 
to many different open source developments, like MPT (Machine Perception Toolbox - library 
that offers among other functionalities face detection for real time video [29]), CamTrack Face 
Tracker (face tracking system for user interface control and development. This can be utilised 
to determine face position and orientation in real time using a webcam [30]), Mimas Toolkit 
(real time C++ machine vision platform that includes variety of algorithm i.e. for object 
tracking and recognising methods [31]). We should also mention OpenCV, Intel’s open 
source project on computer vision [32]. It is well known and extensively employed in different 
research and prototyping projects of computer vision applications on a single computer, but, 
being a completed project, cannot be integrated into CALLAS framework. 

For CALLAS purposes, the first requirement for the video features is to perform in real time; 
the interest lies in getting cues from group behaviour which is obtained through face detection 
and tracking, as well as object movement and general movement on the camera field. 
OpenCV open library is targeted for real time computer vision and includes a variety of 
different algorithms that can be utilised a new way to achieve information from the group 
behaviour. So, although we cannot use OpenCV as a whole, the selected component is 
developed by a partner of CALLAS consortium and based on OpenCV open source library 
which has a rich set of video/image content analysis algorithms. The OpenCV algorithms are 
combined so that they will provide the information needed for creating component for 
Showcase purposes. The requirements for live input and easy to use will be met as well, 
while the responsible partner will keep adapting the current component in order to meet 
newer requirements. More details regarding the component can be found in D121. 

2.2 Facial features detection 

There have been published a great deal of techniques that search for facial characteristics at 
predefined scales and almost known positions of the face. Such techniques are dedicated to 
specific applications, like drivers attention recognition [39]. Furthermore, a very big amount of 
methods existing in bibliography make usage of color information for facial characteristics to 
be found [39], or take advantage of the fact that certain characteristics have certain shape. A 
typical characteristic of such methods are those that first detect circular characteristics and 
match them with iris regions [40]. A big disadvantage of such methods is that the placement 
of the face needs to be quite close to the camera for such shapes to be clear enough. 

The facial feature detection component chosen for the CALLAS applications was the one 
offered by the ICCS. It is based on an idea that was initiated two years ago and has 
continuously been under research ever since then. The different states of the work through 
time have been published at international conferences [33], [34], [35], while a latest version is 
submitted for publication at an international journal. Extensive experimentations have proved 
that the algorithm outperforms a great amount of the latest algorithms published in the recent 
past [36], [37], [38]. 

The chosen method has also been compared with a software developed in ICCS for facial 
feature detection [41]. The reasons of preference of the chosen technique is that it was 
proved to process videos at a faster frame rate, due to the former’s attribute to make usage 
of Neural Networks. Also, the work in [41] was written in Matlab and its transfer to C would 
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necessitate a longer period to have it available for showcase and framework testings.  

For the above reasons, the component developed in ICCS has been considered as the most 
appropriate for the needs of an integrated project, where various showcases might require 
different environments of testing. That is, the technique provided does not suffer from 
limitations such as specific skin color requirements, very large resolution cameras or known 
dimensions of the face. Furthermore, an advantage of the technique chosen is that it is real-
time - constituting itself appropriate for live applications – and, of course, easily modified by 
the developers – since they are members of CALLAS consortium – adapting to different 
lighting conditions and different showcases or scenarios. For a detailed description of the 
component, refer to D121. 

2.3 Gaze/ pose estimation 

In recent bibliography, most gaze detection and pose determination techniques need special 
hardware setup. Examples of such cases are the work described in [42], where a large 
resolution image of the iris is necessary and the work in [43], where a specific architecture 
has to be followed. In other cases, intrusive devices have to be worn by the user [44], making 
the system less appropriate for wide-range applications. In most systems available in the 
market, special hardware and equipment is also necessary. Further difficulties that have risen 
in the choice of specific software was their restrictions regarding operating environments (e.g. 
availability only for Linux [45], [46]), need for infrared cameras, or availability in non suitable 
programming languages (e.g. Matlab [46]). The system documented in [47] gives good real-
time performance at the expense of using, two cameras. In case one camera is needed, 
knowledge of its internal parameters is needed or calibration is needed every time it is used 
with a new camera. 

There is a huge variety of products, especially in the field of gaze detection. However, their 
cost is disproportional to our needs and, in total, they require extra equipment that burdens 
the application, or could constitute it impractical. 

The gaze/pose determination component chosen for the CALLAS applications was the one 
offered by the ICCS. One of the strong reasons for choosing it was that it was directly related 
to the facial feature detection and tracking component - since they are both developed by the 
same partner –, thus, making alterations, usage and experimentations more flexible. 

In the current work, features are detected and tracked, allowing for a relative freedom of the 
user, under good lighting conditions. Under these circumstances, the gaze and pose 
directionality can be approximately determined, which is enough for attention recognition 
purposes, as well as for general decisions regarding one’s gaze. The technique used does 
not need multi-camera systems or special calibration procedures and the try is towards the 
aim of developing a system for tracking a user’s visual attention without the need of special 
hardware restrictions. A more detailed description can be found in D121. 

2.4 Hand detection / tracking and gesture expressivity 
features extraction 

There are several approaches in the literature concerning hand modelling. On the other hand 
very few studies have tackled with gesture expressivity analysis, mainly psychological ones. 

Hand modelling is roughly divided into two categories vision based and motion capturing 
techniques. Vision based approaches are very well reviewed on by Wu and Huang on [48]. 
All these methods attempt to construct hand models’ kinematical structure. These models 
could be cardboard, wireframe or polygon-mesh models. To capture articulate hand motion in 
full DOF, both global hand motion and local finger motion should be determined from video 
sequences. It is a challenging problem to analyze and capture hand motion, because the 
hand is highly articulate. Different methods have been taken to approach this problem. One 



CALLAS Identification and Selection of Modules D111 Version 1.0 

possible method is the appearance-based approaches, in which 2-D deformable hand shape 
templates are used to track a moving hand in 2-D. However, this method is insufficient to 
recover full articulations, because it is difficult to infer finger joint angles based on 
appearances only. Another possible way is the 3-D model-based approach, which takes the 
advantages of a priori knowledge built in the 3-D models. This approach aligns a 3-D model 
to images or even range data by estimating the parameters of the model. In 3-D model-based 
methods, image features could be looked as the image evidence or image observation of a 3-
D model that is projected to the image plane. A 3-D model with different parameters will 
produce different image evidence. Model-based methods recover the joint angles by 
minimizing the discrepancy between the image feature observations and projected 3-D model 
hypotheses which is a challenging optimization problem. 

Although, various methods reviewed by Wu [48] seem promising and accurate we have 
rejected them mainly for three reasons: 1.None could be implemented by a real-time or 
quasi-real-time robust application for a showcase scenario within the project, 2. The detail 
level of the set of hand features extracted from the majority of these algorithms is much more 
farfetched than the requirements of the gesture expressivity feature extraction module, 3. A 
large number of these methods, especially the ones using motion capture techniques, could 
be intrusive to the user and thus adding noise to the actual underlying expressivity 

Concerning the model of expressivity features we have reviewed two approaches before 
concluding to the Hartmann et al. model [49]. 

The first one is the EyesWeb Expressive Gesture Processing Library. Castellano et al. [51] 
extracted a set of five expressivity features, quite similar to the Hartmann model, namely 
quantity of motion and contraction index of the body, velocity, acceleration and fluidity of the 
hand’s barycentre, using the EyesWeb Expressive Gesture Processing Library. Although the 
system works quite well it has a major disadvantage which makes it unusable for the project. 
The image processing library being used is mostly based on background subtraction to 
extract the human silhouette, thus, for unknown settings and environments the whole process 
collapses.

The second one is Wallbott’s study [50]. He reported an attempt to demonstrate that body 
movements and postures to some degree are specific for certain emotions. Although the 
study itself is interesting it provides no quantitative measurements of gesture expressivity 
making it impossible to implement as is in an application. 

Taking into account all the above-mentioned constraints and the, as easy as possible, 
integration into CALLAS framework, we chose ICCS component that combines actually both 
sub modules, namely head and hand detection and tracking and gesture expressivity 
parameters extraction. In related literature very few works combine similar modules and there 
aren’t any relevant commercial products. A more detailed description of the component can 
be found in D121. 
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3. Other sensors 

3.1 Gesture recognition 

The gesture recognition research has mainly concentrated on systems based on video 
analysis. Using wireless sensing device with accelerometers for gesture recognition is less 
researched but still there exists few ready applications based on that, like the wireless game 
controller Wii Remote, introduced by the game console manufacturer Nintendo [52]. Other 
commercial product that utilises the motion sensing is Gyration’s remote controls for Media 
Centre R4000 LCD Music Remote and PC with M2000 Travel Air-Mouse [53]. 

The above mentioned solutions will not offer API for accessing the motion data, and for that 
the utilising them is not feasible.  

There is also SoapBox (Sensing, Operating and Activating Peripheral Box), which is a sensor 
device developed by VTT, for research activities in ubiquitous computing, context awareness, 
multi-modal and remote user interfaces, and low power radio protocols [54]. In recent 
research it has also been utilised in gesture recognition [55]. 

For wireless gesture recognition there are not many available sensor solutions. Nokia model 
5500 has embedded accelerometers with in [56]. They are utilising the movement information 
for sports applications, but offering API for third parties as well. Other phone manufacturers 
are embedding accelerometers: NTT DoCoMo FOMA 904i Series [57] utilises them for 
gaming and Samsung SPH-S4000 [58] health and leisure purposes. The Nokia model 5500 
was chosen to be the starting point for following reasons: it is moderate price compared to 
the soap box and easily available for all partners as well as fully designed product, not a 
prototype. As familiar equipment, mobile phone, it is also easily approached and accepted by 
the users.  

3.2 Motion capture 

Regarding motion and gesture detection, we can list three main categories: 

Inside-in technologies, in which both the transducers and eventually the source of the field to 
be measured lie in the device (sensing suits or exoskeletons with Hall effect based sensors, 
potentiometers, magnetoresistors, optical fibers or even sensing tissues) 

Inside-out technologies, in which the transducers are on board the sensing device but they 
sense the magnetic or gravitational field of the Earth or a generated external (magnetic) field 

Outside-in technologies, in which the sensors are not on the links or on the joints but located 
in the surrounding environment. In some cases these technologies make use of active or 
reflective markers. 

According to the previous classification, what follows is a short list of some of the Inside-In 
motion tracking devices available on the market. 

Among the inside-in technologies we can list 

• the suits Gypsy 5 and Gypsy 6 by Animazoo UK Ltd, exoskeletons using potentiometers 
and gyroscopes. 
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The manufacturer’s website does not provide accuracy or bandwidth. The price is around 
60’000€. 

• the glove Cyberglove II by Immersion Corp., in which resistive sensors detect bends. 

Number of sensors: up to 22 

Sensor resolution: 0.5 degrees 

Sensor repeatability: 1 degree  

Sensor linearity: 0.6%  

Sensor data rate: 90 records/sec 

Price: 14’000€

• The glove 5DT Dataglove distributed by VR Logic gmbh. In this glove optical fibres detect 
bends (only one flexion for each finger). 

Number of sensors: 5 or 15 

Sensor resolution: N.A. (12 bit AD) 

Sensor repeatability: N.A.  

Sensor linearity: N.A.  

Sensor data rate: 75Hz 

Price: 400€
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Among the inside-out technologies we can list 

• the suit Moven by Xsens Technologies B.V., using inertial sensor on the different links 
the manufacturer’s website does not provide accuracy or bandwidth. The price is around 
30’000€

• the magnetic system Fastrack by Polhemus, a device that uses a magnetic field 
produced by a stationery transmitter to determine the real-time position of moving 
receiver elements. It uses the attenuation of oriented electromagnetic signals to 
determine the absolute position and orientation of a tracker relative to a source. The 
accuracy is about 0.15deg and the update rate is 120 Hz. The price is around 22’000€

Among the outside-in technologies we can list 

• the MX40 system by Vicon System Motion Ltd, an optical system performing real-time 
tracking of a subject (wearing reflective markers) from multiple synchronized infrared 
video cameras. The accuracy is about 0.5mm; the maximum frame rate (at max sensor 
resolution) is 160 Hz. The price is 200’000€
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• the 3d motion analysis system Zebris by Zebris Medical GmbH, using ultrasound emitter 
and markers. The method for analysing movement is based on the principle of the travel 
time measurement of ultrasound pulses. The method is based on a kinematical analysis 
of 3-dimensional position data of markers attached to specific body parts (e.g. wrist, 
elbow) selected for investigation.  The price is around 9’000€. 

In the Callas project, motion trackers can be used for puppeteering, for character animation 
(in videogames, movies, cartoons or ECA) or for emotion extraction from gestures. 

The selection criteria can change according to the specific use: a puppeteer can easily 
accept to wear gloves or a suit to move the virtual marionettes and these interfaces can be 
more natural than traditional ones (mouse, keyboard, etc.). Motion capture of actors wearing 
a suit is not new in fantasy or action movies and great results have been achieved. 
Nevertheless, people will not be keen of wearing a glove to extract emotions from their 
gestures while watching TV or visiting a museum.  

So we can distinguish the case of a performer using a specific interface from the case of 
people performing daily activities which would need non intrusive devices. 

CALLAS requirements involve portability, cost reductions, small set-up time and non 
structured environments, then the wearable devices using inside-in technologies are almost 
mandatory. Inside out technologies with external sources not-artificially generated (i.e. inertial 
sensors) are also suitable. 

Unfortunately, the above mentioned systems currently on the market have several 
drawbacks. The Gypsy suit is definitely bulky and needs too much time to be donned and 
tuned, and it is rather expensive because there are not many competitors in the market. 
Similarly the Cyberglove is also expensive because Immersion system has no real 
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competitors. For example, the 5Dt Dataglove is very poor in performance. The Moven suit 
suffers from coordinates drift problems and all the other problems related to accelerometers. 

Moreover, CALLAS needs components and not completed systems, in order to integrate 
them into the framework, while the necessary modifications will be easily realised if the 
developer of the component is a member of CALLAS consortium. 

For these reasons we planned to develop our own devices, counting on Humanware’s know-
how, being already experienced in motion capture using Hall effect based sensors, gloves 
and suits as soft exoskeletons. Furthermore, usually the suits on the market do not include a 
multi-dof glove device and the data should be collected from different components and re-
formatted. With an ad hoc developed modular device (including the required dof), the data 
will be collected as requested (in terms of number dof and accuracy) and formatted 
complying with the standard set by the Callas consortium. Obviously we will pursue the 
optimum choice taking into account performance and costs.  

The first release of the developed components is extensively described in D1.2.1.  
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4. Synthesis/ Interaction 

4.1 Emotional Attentive ECA 

Here, we consider some of the technological progress making it possible to build an 
autonomous embodied conversational agent (ECA). An ECA is a computer-generated 
animated character that is able to carry out a natural, human-like dialogue with human users. 
For this purpose, agents use multi-modal communication. 

Many of agent systems have been developed by research institutions. An architecture 
proposed by K.R. Thórisson [93] is an example of an agent that offers multimodal 
bidirectional communication. In the same laboratory, a humanoid called Rea was created 
[67]. In comparison with other communicative skills, the nonverbal behaviour of Rea is 
somewhat simplified, for example regarding facial expression [67]. Another example of an 
agent that enables multimodal bidirectional communication is Max, which was created at the 
University of Bielefeld [81]. The emotional states of Max are mapped into the set of Ekman's 
basic expressions [60], [62]. An agent called Virtual Human created in the Geneva MiraLab 
laboratory is a three-dimensional humanoid full-body character equipped with a personality 
model. It is able to conduct a conversation and to express emotional states to a human user 
[72]. Another embodied conversational agent, Baldi, is a three-dimensional character [84], 
[85]. In this architecture the main emphasis was put on the correct synchronisation of speech 
and lip movement. The agent called Artificial Person (Finnish Talking Head) was created by 
the researchers of Helsinki University of Technology [74] and is a virtual three-dimensional 
face animated in real-time. The model of facial expressions is based on Ekman's FACS. This 
embodied agent uses six of Ekman's basic expressions and their blends [79]. Embodied 
conversational agents have also been created in the Centre for Speech Technology at the 
Royal Technical University of Stockholm. These agents have been applied in many different 
applications: The agents like Urban [75] were used in dialogue systems in order to fulfil tasks 
such as assisting users to find an apartment, or assisting hearing impaired persons. 

Commercial embodied conversational agent systems are still rarely offered on the market. 
One example of a commercially available agent is Alex, offered by Lexicle [82]. Other 
companies such as Haptek [76] and Cantoche [68], do not offer full agent systems but rather 
offer tools to create and animate virtual characters to be placed on the web or inside 
programs as ActiveX controls. These animated characters usually offer limited possibilities to 
model facial expressions and/or other nonverbal behaviours, and the realism of the 
characters is limited due to their intended application. More realistic behaviour can be 
obtained using the tools offered by the Visage SDK [96], since the animated characters 
created with this technology follow MPEG-4 standard of animation. Finally, it is also possible 
to build simple animated agents using Verbots software [94].  

A number of tools are also available for easing the creation and animation of virtual 
characters. In particular, and of interest here, a number of face editing and animation tools 
are available. Xface is an open-source project developed at the ITC-irst [59]. First of all, it is a 
tool for creation of three-dimensional ECAs that are compliant with the MPEG-4 standard. 
HeadEd is an interactive tool being developed in University of Paris 8 [89] for the purpose of 
animating the head and facial area of 3D agents. The tool is compliant with the MPEG-4 
animation standard, supporting a direct import / export capability for the Greta system [88], 
support for a variety of other auxiliary formats allowing easy export to real-time applications 
and also embedding its own proprietary format. AnimEdit, FaceEditor and EmotionDisc [86], 
[92] are a suite of interactive face animation and modelling tools for 2D characters. 
Visage|Interactive [96] is a commercial facial animation toolkit for real-time animation based 
on a VRML face model. It accompanies the Visage|SDK. The Facial Animation Engine [73] is 
commercial software for the creation of face animations driven by MPEG-4 specified 
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animation parameters. Digital Puppets [77] allow for the specification of body configurations 
and gestures for 3D characters. These are based on a range of possible communicative 
contexts and the output is composed of animated gesture coordinated with synthetic speech. 

All of the presented embodied conversational agents are able to communicate with the user 
using a variety of verbal and nonverbal methods, and a number of them have the ability to 
pay attention to their surroundings. While some of them focus on the multi-modality of 
interaction, others put the emphasis on the realism and believability of agent. For the purpose 
of CALLAS, we require an agent that is able to generate multi-modal nonverbal behaviour 
such as facial expressions, gestures, and head movements etc. In order to influence users, 
we must also be assured that the agent correctly communicates its emotional states. The 
agent should be able to display various emotional facial expressions that are accompanied by 
gestures, head movements and other appropriate non-verbal behaviours. Moreover, it should 
be able to express a rich set of emotional states using both verbal and nonverbal channels - 
in particular an agent capable of displaying emotional states like tension or relief. It should 
also be modular to allow the easily addition of new facial expressions and gestures that can 
be requested in particular scenarios. Finally, the agent should be able to show interest and 
attention towards its surroundings, and more specifically, should be seen to be attentive by 
the user to them and to the environment. 

The architecture should offer a detailed animation parameterisation as we intend to use 
various emotional states that need to be interpreted unambiguously by users. Among other 
factors, this means that we need a model of the face that is characterised by a high number 
of parameters, as certain facial expressions can be distinguished by only minute details. The 
architecture of our agent also needs to be modular; it should be possible to integrate it with 
other modules and external programs to be integrated into CALLAS framework. It is expected 
that standard protocols and procedures can be used to streamline communication and 
integration. Last but not least, we need an agent that uses powerful and standardised 
languages to describe verbal and nonverbal behaviours. 

The embodied conversational agent called Greta ([88], [66]) fulfils all the aforementioned 
conditions and is developed by a CALLAS partner, so it can be adapted to CALLAS 
requirements. It is therefore our component of choice. Greta is a three-dimensional animated 
agent that implements MPEG-4 animation standard [87] and is able to communicate with the 
user by means of both verbal and nonverbal content. This standard furnishes a detailed 
parameterisation of the face. The MPEG-4 parameterisation allows one to work at a high 
level when dealing with behaviour generation: one does not need to engage in the low-level 
graphics generation; at the same time, even small details of any facial expression can be 
modelled. As a consequence, we expect that various facial expressions generated with Greta 
can be recognised by users. Greta can talk to the user and display facial expressions, 
gestures, gazes, and head movements. Greta uses nonverbal cues during dialog, for 
example, to accentuate the verbal content, to disclose some cognitive processes or to signal 
internal emotional state [90]. In particular, it has a rich repertoire of facial expressions of 
emotions and gestures that are defined according to the psychological literature.  

Greta uses powerful languages to describe her behaviour. The Affective Presentation Markup 
Language (APML) [71] is a high-level language that can be used to specify communicative 
functions of the behaviour. The second, Behavior Markup Language (BML) [95], is a low-level 
language that is used to define Greta's behaviour at the signal level. Thus one can choose 
which concrete verbal or nonverbal behaviour should be displayed by Greta. 

In the latest version of Greta, the animation can be alternatively described using Behavior 
Markup Language (BML). It is XML based standardised representation language that can be 
used for specifying verbal and nonverbal behaviours for embodied virtual agents. The 
elementary unit of BML is the signal: that is any behaviour produced by the agent like a head 
movement, a facial expression, a gesture, and so on. The main difference between APML 
and BML is that the latter allows, for each communicative function, to define explicitly its 
duration. 

Greta's architecture is highly modular: modules can be simply exchanged or modified. At the 
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moment it uses a number of external software systems, for example a speech synthesiser. 
The new skills of our agent can be defined in separate modules and integrated easily into 
CALLAS framework. For example, Greta visual attention capabilities will be integrated as a 
specialised module. Greta is based on Psyclone [91], it allows for easy and standardised 
communication of different modules. 

4.2 Emotional Natural Language Generation 

To our knowledge, there are no commercial Emotional Natural Language Generators 
available. Much research has been conducted in the field of Emotional / Affective Natural 
Language Generation (see, for example [102] for an overview). However, within this field, 
little work has been done on emotional variations in the generated utterances. The main 
contributions in this area include (cf. [98]): Hovy ([100]), where both content selection and 
realisation are based on various factors, the attitude of the speaker and the desired emotion 
of the hearer among them, Fleischman and Hovy ([99]), who consider the speaker’s attitude 
and only deal with content realisation, not selection (however, undesired parts can be left 
out), Walker et al. ([104]), where utterances of an agent are synthesized using acoustic 
features of the desired emotion. Other important contributions are Loyall and Bates ([101]), in 
which, based on the speaker’s current emotional state, different ways of content realisations 
are chosen and de Rosis and Grasso ([103]), where certain parts of content selection (some 
information is intentionally left out) and realisation (aggregation) are based on properties of 
the hearer, the emotional state being on of them. 

Being part of the Callas Shelf, a component for Emotional Natural Language Generation has 
to meet the following requirements: 

• Efficiency: Output of the component has to be generated in real time 

• Extensibility: Extending the component, e.g. with new conversational topics, should 
be achieved easily 

• Portability: Porting the component to another domain, language or set of emotions 
should be achieved easily 

Since there are no commercial components available and none of the few implementations of 
the related work described above fulfil the Shelf requirements, we implemented our own 
component, EmoNLG. EmoNLG uses a corpus-based approach to generate utterances from 
semantic representations and as such fulfils the requirements addressed above. Being 
developed by a CALLAS partner, it is modifiable and adaptable to CALLAS requirements. 
Emotional variation is achieved by using ideas from ([99]). See Deliverable 1.3.1 for the 
specification and detailed description of EmoNLG. 
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